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Abstract. Weakly supervised temporal action detection in untrimmed
videos is an important yet challenging task, where only video-level
class labels are available for temporally locating actions in the videos
during training. In this paper, we propose a novel architecture for
this task. Specifically, we put forward an effective shot-based sampling
method aiming at generating a more simplified but representative feature
sequence for action detection, instead of using uniform sampling which
causes extremely irrelevant frames retained. Furthermore, in order to
distinguish action instances existing in the videos, we design a multi-
stage Temporal Pooling Network (TPN) for the purposes of predicting
video categories and localizing class-specific action instances respectively.
Experiments conducted on THUMOS14 dataset confirm that our method
outperforms other state-of-the-art weakly supervised approaches.
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1 Introduction

Recently, impressive progress has been achieved on video analysis, which moti-
vates two important tasks: action recognition and temporal action detection.
Action recognition [1–4] is a crucial problem for video understanding which aims
to classify manually trimmed videos. However, temporal action detection is more
challenging since it not only deals with the classification of action categories in
long untrimmed videos, but also localizes the boundaries of action instances. It
can be applied in many areas such as smart surveillance and security system.

There are many deep learning based works focusing on the task of temporal
action detection [5–9]. Most of them are performed with full supervision which
relies on the temporal annotations of action instances greatly. However, it is
time-consuming to annotate the temporal boundaries of each action instance for
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a large-scale dataset. Furthermore, due to the subjective judgement, the annotat-
ing results can vary from person to person. Therefore, weakly supervised action
detection draws attention of many researchers. In order to effectively locate the
action instances in the videos using only video-level class labels during training,
there are two crucial points: (1) remove considerable amount of irrelevant frames
existing in the untrimmed videos; (2) generate high-quality detections especially
in the videos containing multiple action instances of various classes.

A long and untrimmed video usually comes up with extremely irrelevant
information, where action instances only occupy small parts, thus a sampling
measure would contribute to removing the irrelevant frames and accelerating the
speed of action detection. Uniform sampling method is widely used [10,11], how-
ever, it fails to utilize action structure information. Besides, traditional snippet-
based classifiers rely on discriminative parts of actions greatly. Based on these
two issues, we propose a shot-based sampling method to sample the input visual
feature sequence generated by two-stream network [12], which can generate a
more simplified and representative feature sequence for action detection.

How to generate proposals from a video sequence is another difficult problem
for action detection under weak supervision. Bottom-up mechanism adopted in
[13] first selects a set of clips as proposals, which are further classified, then the
classification results are merged to match the video-level class labels. However,
it fails to distinguish multiple action instances from each other existing in the
video. We propose temporal pooling network to detect the class-specific discrim-
inative frames of a given video in a top-down way, by means of computing one
dimensional weighted Temporal Class Activation Maps (T-CAM). Besides, a
novel attention module is designed to modulate the video representations, which
can highlight the salient frames while suppressing the irrelevant counter-parts.
To the best of our knowledge, we are the first to extend the class activation
mapping [14] used for discriminative localization to the temporal domain, and
the attention module designed for temporal attention weights learning is unique
to our work. In sum, our main contributions include: (i) video representative
parts selection using an effective shot-based sampling method; (ii) a top-down
temporal pooling network for weakly supervised temporal action detection; (iii)
extensive experiments reveal the good performance of our method.

2 Our Approach

In this section, we introduce the technical details of our approach. The framework
is illustrated in Fig. 1.

2.1 Two-Stream Network for Feature Extraction

We adopt pretrained multiple two-stream network [13] to extract video feature
representations, since this kind of architecture has shown great performance in
action recognition task. The architecture of each two-stream network contains
two branches: spatial network handles a single RGB frame and temporal network
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Fig. 1. Framework of our approach. (a) Two-stream network is used to extract visual
features in snippet-level, then we adopt shot-based sampling strategy to sample the
input feature sequence. (b) The architecture of temporal pooling network: classifica-
tion module handles the sampled feature sequence for action classification; attention
module learns attention weights for each sampled snippet; localization module gener-
ates weighted temporal class activation maps (T-CAM) to locate actions in temporal
domain. (c) Detection generation: during prediction, we choose top-2 prediction results
and group consecutive snippets with high activations to form the final detections

takes optical flow stacking of 5 frames as input. We compute optical flow using
GPU implementation of [15] from the OpenCV toolbox.

Denote a given video V = {xn}Tv

n=1 consists of Tv frames, to extract the video
features, we divide the video into Ts = Tv/σ consecutive video snippets, where
σ is the frame number of a snippet. A snippet is represented as s = {xn}xf+σ

n=xf
,

where xf is the starting frame, xf + σ is the ending frame. Each snippet is
independent without overlapping with each other and is processed by pretrained
two-stream network respectively. Then we concatenate output scores in fc-action
layer of two-stream network including both RGB and flow modalities of all snip-
pets to form the feature sequence F = {fsi

= {fS,si
, fT,si

}}Ts

i=1 , where fS,si
and

fT,si
are output score vector of spatial and temporal network respectively with

length K
′
, where K

′
includes K action categories and one background category.

This feature sequence is then fed to the shot-based temporal pooling network.

2.2 Shot-Based Sampling Method

We claim that the speed of temporal action detection task can be accelerated
using a subset of discriminative snippets in a video. In order to remove the irrel-
evant frames and reduce the computational cost, we sample the input feature
sequence instead of using all snippets for video classification. However, differ-
ent sampling methods are bound to result in various classification performance.
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Fig. 2. A qualitative example of shot generated on THUMOS14

Generally, an effective sampling method should possess the ability to generate a
simplified sequence which can contain the discriminative parts of action instances
within the long untrimmed video. We propose the shot-based snippet sam-
pling method that firstly detects the shot changes of the video based on the
difference of histogram of oriented gradient (HOG) features [16] between two
adjacent frames. An action shot will be detected if the absolute value of this dif-
ference is higher than a threshold. Each shot is denoted by (sb

i , s
e
i ), where sb

i , s
e
i

represent the beginning and ending of each action shot respectively. A qualita-
tive example on THUMOS14 dataset is shown in Fig. 2. It should be noted that
the shots are generated unsupervisedly.

Since the definition of the action boundaries is usually vague, we sample
Nt

Nshot(Vj)
snippets around the middle of each shot as key frames to compose

a new snippets sequence S
′

=
{

si
′
}Nt

i=1
, where Nshot(Vj) denotes the number

of shots generated in the video Vj and Nt is the number of sampled snippets
in total used for training phase and we set it as 500 empirically. Finally, the
sampled feature sequence can be represented as F

′
=

{
fsi

′
}Nt

i=1
.

2.3 Temporal Pooling Network

Inspired by the idea using CAM [14] for discriminative parts localization of
images in CNN, we extend it to the temporal domain and propose a novel multi-
stage architecture for weakly supervised temporal action detection. We use the
sampled feature sequence as the input of Temporal Pooling Network (TPN). The
architecture of TPN mainly contains three sub-modules listed as follows.

Classification Module. This module aims to classify the categories of each
input untrimmed video based on the sampled feature sequence. It begins with
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two temporal convolutional layers which directly handle the sampled feature
sequence. These two layers have the same configurations: kernel size 3, stride 1,
and 512 convolutional filters with ReLU activation function. Refer to the global
average pooling proposed in [17], we extend it to the temporal domain and use
temporal global average pooling (T-GAP) to encode video-level representation,
then the 512 temporal pooled features are fed to the classification layer, which
outputs the classification result with Sigmoid activation. Finally, the prediction

result can be represented as a K
′
-dimensional score vector pclass = {pc

class}K
′

c=1 .

Attention Module. In this weakly supervised learning system, neither the
ground-truth action categories of each snippet nor the ground-truth of the con-
fidence map is provided. We therefore propose an indirect method to learn an
importance weight for each sampled snippet feature representation with only
weak-labels, thus to further highlight the snippet relevant to the actions as a
soft selection. Concretely, we adopt a multilayer perceptron model with one hid-
den layer to learn the attention weights. Each snippet feature representation in
the last convolutional layer is fed to the attention module respectively which
consists of two fully connected layers with ReLU and Sigmoid activation sepa-
rately. Then the temporal feature maps combined with the generated attention
weights λ = {λi}Nt

i=1 are followed by T-GAP to aggregate the video-level repre-
sentation R =

∑Nt

i=1 λiri, where ri denotes the ith snippet feature map in the
last convolutional layer. Note that the temporal attention weights are trained in
a class-agnostic way.

Localization Module. The goal of this module is to temporally identify the
discriminative parts of the video which contribute most to the classification
results. Refer to CAM in [14], we derive one-dimensional temporal class activa-
tion mapping (T-CAM) combined with temporal attention weights. We denote

wc(z) as the zth element of the weight matrix W ∈ IRZ×K
′

in the classification
layer corresponding to class c. The input to the final sigmoid layer for class c is

sc =
Z∑

z=1

wc(z)R(z) =
Z∑

z=1

wc(z)
Nt∑
i=1

λiri(z) =
Nt∑
i=1

λi

Z∑
z=1

wc(z)ri(z). (1)

Finally, we define the weighted T-CAM for class c of length Nt as M c
i =

λi

∑Z
z=1 wc(z)ri(z). The weighted T-CAM describes the probability of each snip-

pet being in a specific action class of the video.

2.4 Training Procedure

Using the simplified feature sequence generated by the shot-based sampling
method, we train a classification model for the K action categories as well as

background. The training data is constructed as Ωclass =
{

(F
′
(Vj), yj)

}M

j=1
,
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where yj denotes the ground-truth class label of video Vj . To train the classifica-
tion module, we combine the multi-label cross-entropy loss and l2 regularization
loss to form the loss function:

Lclass =
M∑

j=1

yj
labellogyj

pred + λ · L2(Θclass), (2)

where yj
pred and yj

label are predicted results and ground-truth video-level class
labels of video Vj respectively, M is the number of training videos. λ balances
the cross-entropy loss and l2 regularization loss, and Θclass is the classification
module. We set λ = 10−4 empirically. As for parameters in SGD, we train the
model 300 epochs and the learning rate decays from 10−3 to 10−4 after 50 epochs.
The batch size is set to 1.

2.5 Detection Generation and Prediction

During prediction, we use uniform sampling method to sample the input feature
sequence and group consecutive snippets with activations higher than threshold
θ among the weighted T-CAM into candidate detections with varied durations.
Through empirical validation, we set θ as 5% of the maximum score. For a
better observation of the localization ability of our model, we use top-2 video-
level classification results of [13]. By combining the predicted action class score
pclass and proposal attention weight patten, we can get a confidence pconf for
each proposal:

pconf = pclass · patten, (3)

patten =
Σtend

i=tstart
ReLU(M c

i )
tend − tstart + 1

, (4)

where patten is weighted mean T-CAM followed by a ReLU of all the snippets
within the proposal durations denoted by [tstart, tend].

3 Experiments

3.1 Dataset and Setup

We evaluate our STPN on THUMOS14 dataset [18] for temporal action detection
task. The THUMOS14 dataset contains 1010 and 1574 untrimmed videos for
validation and testing respectively, while only 200 and 213 videos are temporal
annotated among 20 action categories. Each video can contain multiple action
instances of various classes. We train our model over 200 untrimmed videos on
validation set and use 213 temporally annotated videos on the testing set to
evaluate action detection performance. It should be noted that we don’t use any
temporal action instance annotations during training phase.

For temporal action detection task, we use mean Average Precision (mAP)
as evaluation metric on this dataset. A predicted result instance is regarded as
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correct only when it gets the correct category label and its intersection over
union (IoU) with the ground-truth instance is higher than θ.

Parameters used in each module have been given before. We extract features
from pretrained two-stream network using Caffe [19]. And we implement STPN
using TensorFlow [20].

3.2 Evaluation on Visual Feature Encoder

Visual encoders are used to extract snippet-level features. To study the contribu-
tions of different visual encoders, we evaluate them individually and coherently
with the strictest IoU threshold 0.5 as shown in Table 1. We can observe that
two-stream network [12] shows better performance than C3D network [3].

Table 1. Comparison of different visual encoders used in STPN on THUMOS14

Video feature encoders mAP (θ = 0.5)

C3D Network 7.9

Spatial-Stream Network 7.3

Temporal-Stream Network 11.3

Two-Stream Network 14.0

3.3 Evaluation on Attention Module

Attention module serves as a soft selection method to guide the model to explic-
itly focus on important parts of the input videos. To study the contribution of
attention module, we evaluate STPN with and without attention module sepa-
rately under the strictest IoU threshold 0.5 as shown in Table 2. We can observe
that STPN with attention module gives a significant boost in performance.

Table 2. Comparison of different architectures used in STPN on THUMOS14

Networks mAP (θ = 0.5)

STPN (w/o attention module) 10.9

STPN 14.0
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3.4 Evaluation on Shot-Based Sampling Method

We claim that the speed of action detection task can be accelerated using a
subset of discriminative snippets in a video. To check the effects of our pro-
posed sampling method, we evaluate temporal pooling network without snippet
sampling, with uniform sampling and with shot-based sampling method during
training phase using one Nvidia 1080 graphic card. We use the strictest threshold
0.5 and compute the mean time cost of per video during evaluation. As shown
in Table 3, TPN with snippet sampling performs better than without sampling
and our proposed shot-based sampling method leads to the best performance in
both mAP and time consumption.

Table 3. Comparison of different sampling methods used in STPN on THUMOS14

Methods mAP (θ = 0.5) Time cost

w/o snippet sampling 2.2 2.35 s

Uniform sampling 11.1 0.21 s

Shot-based sampling 14.0 0.19 s

3.5 Comparison with the State-of-the-Art Methods

Our approach is also compared with some state-of-the-art methods [6–8,11,13,
21,22] of full supervision or weak supervision. In [11], Singh et al. introduce a
hide-and-seek strategy to force the network to seek other relevant parts when
the most discriminative parts are hidden. However, this method hides the tem-
poral regions randomly and blindly without guidance, thus is inefficient. Wang
et al. [13] adopt a bottom-up mechanism for weakly supervised action detection
in untrimmed videos, where clip proposals are first generated for classification.
However, the use of softmax function across proposals blocks it from distinguish-
ing multiple action instances existing in the videos. Compared with these weakly
supervised methods, our STPN can not only highlight the important parts of
the input video feature sequence automatically and efficiently, but also detect
the class-specific action instances accurately. Comparison results are shown in
Table 4. We can observe that our approach outperforms other weakly supervised
state-of-the-art methods and even achieves comparable performance to that of
fully supervised methods, which demonstrates the effectiveness of our tempo-
ral pooling network on learning from long and untrimmed videos. Qualitative
examples on THUMOS14 dataset are shown in Fig. 3.
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Table 4. Comparison of our method with other state-of-the-art methods on THU-
MOS14 for action detection. * indicates using full supervision for training

mAP@IoU(θ) 0.5 0.4 0.3 0.2 0.1

Oneata et al. [21]* 14.4 20.8 27.0 33.6 36.6

Shou et al. [6]* 19.0 28.7 36.3 43.5 47.7

Lin et al. [7]* 24.6 35.0 43.0 47.8 50.1

Zhao et al. [8]* 29.8 41.0 51.9 59.4 66.0

Gao et al. [22]* 31.0 41.3 50.1 56.7 60.1

Singh et al. [11] 6.8 12.7 19.5 27.8 36.4

Wang et al. [13] 13.7 21.1 28.2 37.7 44.4

Ours 14.0 21.4 29.1 37.3 44.8

Fig. 3. Qualitative examples of detections generated by STPN on THUMOS14

4 Conclusion

In this paper, we propose a top-down architecture, called STPN, for weakly
supervised temporal action detection. In our approach, we first adopt the shot-
based sampling method and two-stream network to generate a more representa-
tive and simplified feature sequence. Then the classification module can recognize
the action categories accurately and the attention module can highlight the rele-
vant frames while suppressing the irrelevant counter-parts simultaneously. Next,
the localization module can detect the class-specific discriminative snippets of
untrimmed videos by means of generating the weighted T-CAM. Final, we group
consecutive snippets with high activations into proposals of variable lengths. Our
approach achieves the state-of-the-art performance on the THUMOS14 dataset.
In the future, we will try more advanced detection methods and post-processing
strategies to generate higher quality proposals with lower redundancy.
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